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Data Exploitation and Democratic Societies 

 

Democratic society is under threat from a range of players exploiting our data in ways which 
are often hidden and unaccountable. These actors are manifold: traditional political parties 
(from the whole political spectrum), organisations or individuals pushing particular political 
agendas, foreign actors aiming at interfering with national democratic processes, and the 
industries that provide products that facilitate the actions of the others (from public facing 
ones, such as social media platforms and internet search engines, to the less publicly known, 
such as data brokers, ad tech companies and what has been termed the 'influence industry'). 

Personal data plays a fundamental role in this emerging way of influencing democratic 
processes. Through the amassing and processing of vast amounts of data, individuals are 
profiled based on their stated or inferred political views, preferences, and characteristics. 
These profiles are then used to target individuals with news, disinformation, political 
messages, and many other forms of content aimed at influencing and potentially 
manipulating their views. 

Data is also becoming integral to the ways in which we vote - from the creation of vast voter 
registration databases, sometimes including biometric data, to reliance on electronic voting. 
Such voting processes are often implemented without sufficient consideration for their 
considerable privacy and security implications. 

In attempting to understand and control this increasingly prevalent data exploitation, other 
actors - including governments, regulators and civil society - are beginning to push for more 
transparency and accountability regarding how data is used in political processes. While 
generally positive, this push may have some drawbacks. Many of the efforts so far have 
focused on regulating content, e.g. demanding the taking down of political or issue-based 
content, requiring the introduction of fact checking, curbing anonymous posting. Relatively 
less attention has been paid to measures to prevent the exploitation of personal data to 
distribute such content in the digital space. 

It is therefore more important than ever for us to consider the way in which data is used in 
the context of modern democratic societies. Left unchecked, such exploitation is highly 
privacy invasive, raises important security questions, and has the potential to undermine faith 
in the democratic process, including in relation to transparency, fairness and accountability.  

WHAT IS THE PROBLEM? 

Data Exploitation and Elections 

Nowhere is the increasingly data intensive nature of the electoral cycle more prevalent than 
in political campaigning. Around the world, political campaigns at all levels have become 
sophisticated data operations. As the amount of data and the ways it is used increase, so do 
the risks for data exploitation. This has consequences for the right to privacy and data 
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protection, but also other rights including freedom of expression, association and political 
participation.  

Data driven campaigning has been at the core of recent elections and referenda around the 
world. Campaigns rely on data to facilitate a number of decisions: where to hold rallies, on 
which States or constituencies to focus, which campaign messages to promote in each area 
or to each constituency, and how to target supporters (and people 'like' them), undecided 
voters, and non-supporters. 

Back in 2017, Privacy International looked at the use of data in campaigning in the Kenyan 
elections1, and the role of a US-based digital media company. Since then, the use (and 
exploitation) of data in campaigning has become ever more acute and pervasive. For example, 
the use of data for profiling and targeting in political campaigning has come under scrutiny in 
recent elections in France2, Germany3 and Italy4. In the UK, the Information Commissioner's 
Officer has opened multiple investigations into data use during the Brexit referendum.5 

Whilst the use of data in political campaigning is not new, the scale and granularity of data, 
the accessibility and speed of the profiling and targeting which it facilitates, and the potential 
power to sway or suppress voters through that data is. The actors, tools, and techniques 
involved - who is using data, where are they getting it, and what are they doing with it - vary 
depending on the context from country to country and campaign to campaign and even 
within a campaign. The sources and types of data used in political campaigning are multiple. 
Political parties and campaigns gain access to data from electoral roll/voter registration 
records. They also have data on members and supporters, as well as data from canvassing 
and use of social media, apps, online tracking, surveys, and competitions. Then there is 
commercial data, that can be tapped into - through data brokers, platforms, and the wider 
online advertising ecosystem. Tactical Tech has identified over 300 organisations around the 
world as working with political parties on data-driven campaigning.6 Data can be exploited 
through a range of mediums to build profiles and to disseminate messages in a targeted 
manner, ranging from the use of text messages (SMS), to calls, to messaging apps (e.g. 
Whatsapp), to search results (e.g. through AdWords), to campaign apps, to ad-supported 
platforms (e.g. Google, Facebook, Twitter, YouTube, Instagram) and websites, to television. A 
vast range of factors may play a role in the political content you see, including where you've 

                                                        
1 Privacy International, “Texas Media Company Hired By Trump Created Kenyan President's Viral 'Anonymous' 
Attack Campaign Against Rival, New Investigation Reveals”, 15 December 2017, available at 
https://privacyinternational.org/feature/954/texas-media-company-hired-trump-created-kenyan-presidents-viral-
anonymous-attack.  
2 Data Exploitation in the French Elections, Privacy International, available at 
https://privacyinternational.org/examples/french-elections. See further Judith Duportail, “The 2017 Presidential 
Election: The arrival of targeted political speech in French politics, Tactical Tech, December 2018, available at 
https://ourdataourselves.tacticaltech.org/media/ttc-influence-industry-france.pdf. 
3 Data Exploitation in the German Elections, Privacy International, available at 
https://privacyinternational.org/examples/german-elections.  
4 Data Exploitation in the Italian Elections, Privacy International, available at 
https://privacyinternational.org/examples/italian-elections.  
5 Information Commissioner’s Office, “Investigation into data analytics for political purposes”, Last update: 
February 2019, available at https://ico.org.uk/action-weve-taken/investigation-into-data-analytics-for-political-
purposes/. 
6 Amber Macintyre, “Who’s Working for Your Vote?”, Tactical Tech, 29 November 2018, available at 
https://ourdataourselves.tacticaltech.org/posts/whos-working-for-vote/.  
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been (e.g. geotargeting - geofencing, beacons), what you've been doing (online and offline) 
what this says about your personality (e.g. psychometric profiling), and what messages people 
(like you) with particular traits have been most susceptible too (e.g. A/B testing).  

This collection, generation and use of data happens at all times, however, not just during the 
course of electoral campaigns.  

While individuals are targeted as potential voters at key democratic moments, such as 
political elections and referenda, they are also increasingly targeted outside formal electoral 
campaigning periods. This targeting may, for example, seek to influence their political views 
more broadly, or demand they support or oppose a political issue, such as a draft law or a key 
policy vote in Parliament. 

For example, the UAE and Saudi Arabia used online advertising and social media campaigns 
to seek to influence US policy on Qatar.7 Exxon Mobile, a US oil company, has spent millions 
on ads promoting oil production and opposing regulation.8 

There might not be obvious links between the way the data is used politically, for example in 
an effort to influence or create division, and a political party manifesto commitment or 
support or opposition to a referendum. 

And political parties are just one of many actors involved. There are many other actors that 
play a role (whether intentional or unintentional) in political campaigning (including through 
influencing and nudging), but do not have a direct relationship with or are not affiliated with 
a particular party or candidate, often raising questions including in relation to finance. For 
example, during the UK's Brexit referendum, advertisements appeared from apparent 
'grassroots' groups, which actually had a large lobbying company behind them.9 

What is clear is that there a serious lack of transparency about who is using this data, where 
they are getting it and how they are using it. This exacerbates the issues of fairness and 
accountability. Too often the laws that are meant to protect people's data and regulate the 
electoral process are not enforced, out of date, or non-existent in the digital data-driven 
campaign environment, which leads to inherent risks and threats to democracy. 

Lack of Transparency 

                                                        
7 Josh Wood, “How a diplomatic crisis among Gulf nations led to a fake news campaign in the United States”, 
Global Politics, 24 July 2018, available at https://www.pri.org/stories/2018-07-24/how-diplomatic-crisis-among-
gulf-nations-led-fake-news-campaign-united-states.  
8 ExxonMobil information available at  
https://www.facebook.com/ads/library/?active_status=all&ad_type=political_and_issue_ads&country=US&q=E
xxonMobil&view_all_page_id=925007000949719.  
9 Jim Waterson, “Facebook Brexit ads secretly run by staff of Lynton Crosby firm”, The Guardian, 3 April 2019, 
available at https://www.theguardian.com/politics/2019/apr/03/grassroots-facebook-brexit-ads-secretly-run-by-
staff-of-lynton-crosby-firm.  
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The data exploitation just described is often shrouded in secrecy. Certain actors, including 
online platforms and social media companies, have begun proposing voluntary ways to 
increase transparency, particularly with regard to "political advertisements."  

At present, people using these platforms are not able to completely understand why they are 
targeted with any ad, much less a political ad. How ads are targeted at users is incredibly 
complex and can involve targeting parameters and tools provided by platforms, or data 
compiled by advertisers and their sources, such as data brokers. What is especially difficult 
for most users to understand is how data from disparate sources is linked, and how data can 
be used to profile them in ways that can be incredibly sensitive. These companies' business 
models necessitate the collection and exploitation of data in ways that are opaque, not only 
to profile and target people with advertisements, but also to keep their valuable attention on 
the platform. 

Because all advertisements have the potential to be political in nature, steps to increase 
transparency must be applied broadly and uniformly across advertising platforms and 
networks, and not limited to ads bought by often self-identified political actors or narrow 
definitions of "political issues". The steps that certain companies have so far taken to increase 
transparency are therefore insufficient, including because they often apply only to "political" 
or "issue" advertisements, as defined by the companies, and reveal too little about how those 
ads are targeted.10 

To improve transparency, the European Union developed a code of practice on 
disinformation aimed at online platforms, leading social networks, advertisers, and 
advertising industry.11 It has been signed by Facebook, Google, Twitter, and Mozilla as well as 
by some national online advertisement trade associations. The code contains a range of 
commitments mostly focussed on improving transparency of political and issue-based ads, 
and on limiting techniques such as the malicious use of bots and fake accounts. However, the 
implementation of this code by the main companies has been patchy. 

Companies are also not sufficiently addressing other ways in which data can be exploited to 
influence elections, including through the promotion of content that is not explicitly identified 
as an ad. 

Data Abuses and Breaches in Electoral Processes 

Democratic elections are complex processes that require sophisticated legal and institutional 
frameworks. Their functioning demands the collection and processing of personal data. 
Increasingly governments are creating databases which store a vast array of personal 
information about voters, sometimes including biometric data. 

                                                        
10 Privacy International, “‘Truth exists but you have to find it’: Fighting disinformation on Facebook in Ukraine”, 
21 April 2019, available at https://privacyinternational.org/feature/2822/truth-exists-you-have-find-it-fighting-
disinformation-facebook-ukraine.  
11 Privacy International, “European Parliament elections – protecting our data to protect us against manipulation”, 
25 April 2019, available at https://www.privacyinternational.org/blog/2824/european-parliament-elections-
protecting-our-data-protect-us-against-manipulation. 
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If not properly regulated, these databases may undermine the democratic processes they 
ostensibly support.  For instance, unrestrained sale of the data contained in these databases 
might exacerbate the profiling concerns articulated above. Insufficiently secure databases 
might also be subject to breaches or leaks of personal information, which might discourage 
voters from registering in the first place and could lead to other harms such as identity theft. 

For example, in March 2016, the personal information of over 55 million registered Filipino 
voters were leaked following a breach on the Commission on Elections' (COMELEC's) 
database.12 The investigation of the national data protection authority concluded that there 
was a security breach that provided access to the COMELEC database that contained both 
personal and sensitive information, and other information such as passport information and 
tax identification numbers. The report identified the lack of a clear data governance policy, 
vulnerabilities in the website, and failure to monitor regularly for security breaches as main 
causes of the breach. Similarly, in 2015, the personal information of over 93 million voters in 
Mexico, including home addresses, were openly published on the internet after being taken 
from a poorly secured government database.13 

As another example, in Kenya during the 2017 presidential election, there were reports that 
Kenyans received unsolicited texts messages from political candidates asking the receiver to 
vote for them.14 These messages referenced individual voter registration information such as 
constituency and polling station, which had been collected for Kenya's biometric voter 
register. There are concerns that this database has been shared by Kenya's electoral 
commission (IEBC) with third parties, without the consent of the individual voters, and that 
telecoms companies may have shared subscriber information, also without consent, in order 
to allow this microtargeting to happen. It is not clear who the registration database was 
shared with and therefore which company, if any, were responsible for this microtargeting. 
Privacy International's partner, the Centre for Intellectual Property and Technology Law (CPIT) 
at Strathmore University, Kenya, researched whether the 2017 voter register was shared with 
third parties, and if so, with whom, finding more questions than answers.15 

Similarly, increased reliance on technical solutions, such as e-voting, raise the risks of abuse 
and specific challenges related to the protection of anonymity of voters. For example, in 
Switzerland researchers found technical flaws in the electronic voting system that could 
enable outsiders to replace legitimate votes with fraudulent ones.16 

                                                        
12 Privacy International, “State of Privacy Philippines”, January 2019, available at 
https://www.privacyinternational.org/state-privacy/1009/state-privacy-philippines.  
13 Privacy International, “State of Privacy Mexico”, January 2019, available at 
https://www.privacyinternational.org/state-privacy/1006/state-privacy-mexico#dataprotection. 
14 Lucy Purdon, “A very secret ballot; A case study on the electoral process in Kenya”, international journal on 
human rights, issue 27, July 2018, available at https://sur.conectas.org/en/a-very-secret-ballot/.  
15 Dr. Robert Muthuri ao, “Biometric Technology, Elections, and Privacy Investigating Privacy Implications of 
Biometric Voter Registration in Kenya’s 2017 Election Process.”, Centre for Intellectual Property and Information 
Technology Law, Strathmore University, June 2018, available at 
https://privacyinternational.org/report/2066/investigating-privacy-implications-biometric-voter-registration-
kenyas-2017-election.  
16 Jeff Stone, “Backdoor discovered in Swiss voting system would have allowed hackers to alter votes”, 
cyberscoop, 12 March 2019, available at https://www.cyberscoop.com/swiss-voting-system-flaw-encryption/.  
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WHAT IS THE SOLUTION? 

Privacy International would like to see stronger enforcement of existing laws and adoption of 
new regulations to limit the exploitation of data that affects democratic processes. These 
would need to balance the legitimate interest of political actors to communicate with the 
public and the right of individuals to be free of unauthorised, opaque targeting. 

First, we need a review of existing laws. 

Our research suggests that national laws and regulations are often not fit for purpose. There 
are many laws and regulatory frameworks that are relevant in this space: from electoral law, 
to political campaign financing, from data protection to audio-visual media rules regarding 
the broadcasting of political messages. 

These laws are often not adequately regulating online data-driven campaign practices. They 
do not always address the technical and privacy concerns of modern electoral systems that 
rely on electronic voting and voter databases. And when laws are relevant, they are often not 
being enforced effectively. 

Data protection and electoral laws need to be examined closely in order to address the use 
of data in electoral campaigns from a comprehensive perspective. For example, data 
protection law should regulate profiling and not include loopholes that can be exploited in 
political campaigning.17 Electoral laws should be reviewed to ensure they apply to digital 
campaigns in the same way as they might to the print and broadcasting context.  There should 
also be full, timely, detailed transparency of digital campaign financing. Where these 
frameworks fall short, they should be amended and enhanced. 

Second, we need an approach that fosters collaboration and interaction across different 
actors involved in this field, from election officials, to data protection authorities, from 
election monitors, to civil society. 

As noted recently by European institutions, this is a complex, multifaceted area, with many 
actors and many interests. It will not be possible for one single regulator, no matter how well 
resourced, to address all of these aspects.18 

Third, we need to make sure those actors who can affect change received the support they 
require, including:  

• Empowering regulators to provide clear guidance, take action and enforce the law, 
having the ability to conduct their work without external pressure and with the ability 
to request information from all involved parties: political parties, campaign groups, 
companies, other private actors, and other government actors involved in the 

                                                        
17 Ailidh Callander, “GDPR loopholes facilitate data exploitation by political parties”, GDPR Today, No. 3 Issue, 
25 March 2019, available at https://www.gdprtoday.org/gdpr-loopholes-facilitate-data-exploitation-by-political-
parties/.  
18 Privacy International, “European Parliament elections – protecting our data to protect us against manipulation”, 
25 April 2019, available at https://www.privacyinternational.org/blog/2824/european-parliament-elections-
protecting-our-data-protect-us-against-manipulation.  
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electoral cycle. Regulators must be given the necessary resources (financial and 
capacity) to take such action.  

• Capacitating all parties involved in regulating political campaigning, including national 
electoral commissions and electoral monitoring bodies, on these issues according to 
their roles, including the type of technologies and methods deployed for campaigning, 
applicable privacy and electoral law, and on good practices as to how to exercise their 
powers. 

• Supporting civil society and public interest actors seeking to scrutinise, monitor and 
expose data exploitation in the electoral context.  

Fourth, actors who are exploiting data must be held to account: 

• Political parties and campaign groups must fully comply with data protection and 
campaigning/ electoral laws, be accountable for all the campaigning they do both 
directly and indirectly, and subject that work to close public supervision. 

• Companies in the campaigning ecosystem need to be transparent and accountable 
with regard to the services and products they offer to political parties around the 
world, and the methods used to obtain and process personal data.  

• Companies should also implement best practices across all jurisdictions, not only in 
those that have legislated or enforced them. 

Fifth, companies should expand the scope of their ads transparency efforts to include all 
advertisements bought on their platforms. Companies should provide users with a 
straightforward and simple way to understand why they are targeted with an ad, including 
information such as what the intended audience of the ad was and what the actual audience 
was. Transparency efforts should be rolled out globally, and must take into consideration 
regional and local contexts. Such efforts should not be applied in a mechanical or generalist 
way. Privacy International also believes that there may be a legitimate need to protect 
political anonymity - such as for civil society working on sensitive issues in certain countries. 
These nuances must be considered in companies' transparency efforts. 

To fully address concerns about targeted advertising, more information should be made easily 
available to users. Companies should provide information related to microtargeting - if 
multiple versions of an ad were created, how ad audiences were created, what segments or 
interests were selected, what data was used by an advertiser to reach the audience or if the 
audience was generated via a lookalike advertising feature. This sort of information should 
be understandable to users. 

Additionally, it is important for researchers to be able to monitor and study political and issue-
based advertising. 

Political parties and campaign groups likewise play a role in ads transparency. Political parties 
should be proactive and take steps to provide transparency to their constituents as to where 
they are advertising, who they are targeting, and on what topics they are advertising. 
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Finally, companies should comply with and support strong regulation to protect privacy. 
Companies may need to make significant changes in the ways in which they permit targeting 
of individuals with political ads, with many such practices likely to fall short of modern data 
protection laws, such as the EU's General Data Protection Regulation. While increased 
transparency is welcome, it cannot stop there.  

WHAT PI IS DOING 

In 2017, PI revealed how two highly problematic and inflammatory political campaigns were 
created by a US-based data analytics company on behalf of Kenyan President Kenyatta’s re-
election campaign.19 Our investigation, which was released prior to the 2018 Cambridge 
Analytica scandal, showed how data companies are able and willing to insert themselves into 
national politics around the world. 

Also in 2017, PI challenged an exemption in the UK's new data protection regime which may 
be used to facilitate data exploitation.20 We wrote to the UK's main political parties seeking 
assurances that they would not rely on this loophole.21 

In 2018, PI investigated seven data analytics and data broker companies to understand how 
the companies profile people and where the companies get the data to do so.22 A number of 
these companies have been linked to political parties and campaigns.23 Our investigation 
showed how it is currently impossible to understand the sources and use of such data, and 
resulted in PI filing regulatory complaints against all companies. We are in ongoing 
conversations with the relevant regulators regarding those complaints.24 

Also in 2018, the Guardian newspaper revealed that Cambridge Analytica - company 
purporting to facilitate digital campaigning - was able to harvest data from Facebook. By 
Facebook's own design, companies like Cambridge Analytica were able to amass data on 
users' friends. In the case of Cambridge Analytica, they were able to amass data on 87 million 
people, the vast majority of whom had never interacted with Cambridge Analytica in the first 
place. PI was quick to develop policy objectives, key questions for Facebook to answer, and 

                                                        
19 Privacy International, “Texas Media Company Hired By Trump Created Kenyan President's Viral 'Anonymous' 
Attack Campaign Against Rival, New Investigation Reveals”, 15 December 2017, available at 
https://privacyinternational.org/feature/954/texas-media-company-hired-trump-created-kenyan-presidents-viral-
anonymous-attack. 
20 Privacy International, “UK Data Protection Act 2018 – 339 pages still falls short on human rights protection”, 
13 June 2018, available at https://privacyinternational.org/blog/2074/uk-data-protection-act-2018-339-pages-
still-falls-short-human-rights-protection.  
21 Privacy International, “Privacy International asks major UK political parties to commit to not using legal 
loophole to target voters in forthcoming elections”, 15 May 2018, available at 
https://privacyinternational.org/press-release/2032/privacy-international-asks-major-uk-political-parties-
commit-not-using-legal.  
22 Privacy International, “Tell companies to stop exploiting your data!”, available at 
https://privacyinternational.org/campaigns/tell-companies-stop-exploiting-your-data.  
23 Privacy International, “Experian's Mosaic market segmentation tool used by political parties”, 1 January 2005, 
available at https://privacyinternational.org/examples/2377/experians-mosaic-market-segmentation-tool-used-
political-parties.  
24 Privacy International, “Our complaints against Acxiom, Criteo, Equifax, Experian, Oracle, Quantcast, Tapad”, 
8 November 2018, available at https://privacyinternational.org/advocacy-briefing/2426/our-complaints-against-
acxiom-criteo-equifax-experian-oracle-quantcast-tapad.  
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to engage our global network of partner organisations to respond.25 We worked closely with 
media organisations to ensure that this story received sufficient attention. 

In 2019, PI is: 

• Taking stock and learning from our own past experience and that of others ( for 
example, experiences in France26, Italy27 and Germany28) 

• Continuing to pressure actors within the advertising space, including ad tech 
companies and data brokers (for example, we continue to pursue these complaints)29  

• Working with partners (for example, earlier this year we joined with Mozilla and other 
civil society organisations to write to Facebook)30 

• Engaging with regulators (for example, engaging with the ICO31 and the CIDH32) 

• Reviewing legal frameworks and identifying:  what works, what doesn't, what needs 
enforcement, what needs to be strengthened (for example, assessing the 
effectiveness of the measures taken by the EU around the European Parliament 
elections in May 2019)33 

• Developing policy recommendations and advocating for their adoption (for example, 
engaging with election monitor organisations to support their assessment of the data 
protection aspects of the national electoral legal frameworks) 

                                                        
25 Privacy International, “Holding Facebook to account for Cambridge Analytica”, 
https://privacyinternational.org/campaigns/holding-facebook-account-cambridge-analytica.  
26 Data Exploitation in the French Elections, Privacy International, available at 
https://privacyinternational.org/examples/french-elections. See further Judith Duportail, “The 2017 Presidential 
Election: The arrival of targeted political speech in French politics, Tactical Tech, December 2018, available at 
https://ourdataourselves.tacticaltech.org/media/ttc-influence-industry-france.pdf. 
27 Data Exploitation in the Italian Elections, Privacy International, available at 
https://privacyinternational.org/examples/italian-elections. 
28 Data Exploitation in the German Elections, Privacy International, available at 
https://privacyinternational.org/examples/german-elections. 
29 Privacy International, “Tell companies to stop exploiting your data!”, available at 
https://privacyinternational.org/campaigns/tell-companies-stop-exploiting-your-data.  
30 Open letter to Facebook, 13 February 2019, available at https://foundation.mozilla.org/en/campaigns/eu-
misinformation-facebook/.  
31 Privacy International, “PI response to ICO Call for Views on a Code of Practice for the use of personal 
information in political campaigns”, 30 April 2019, available at https://privacyinternational.org/advocacy-
briefing/2838/pi-response-ico-call-views-code-practice-use-personal-information-political.  
32 Privacy International, “Disinformation in electoral contexts - engagement with the Inter-American Commission 
of Human Rights”, March 2019, https://privacyinternational.org/advocacy-briefing/2851/disinformation-
electoral-contexts-engagement-interamerican-commission-human.  
33 Privacy International, “European Parliament elections – protecting our data to protect us against manipulation”, 
25 April 2019, available at https://www.privacyinternational.org/blog/2824/european-parliament-elections-
protecting-our-data-protect-us-against-manipulation. 



 10 

• Demanding relevant actors - government and corporate - comply with their 
commitments and the law34 

• Fighting for people to be able to understand when they are being shown an ad and 
why35  

• Challenging data monopolies36 

 

                                                        
34 Privacy International, “Modernise the Rule of Law and Strengthen Surveillance Safeguards”, available at 
https://privacyinternational.org/what-we-do/modernise-rule-law-and-strengthen-surveillance-safeguards; 
Privacy International, “Expose Data Exploitation: Data, Profiling, and Decision Making”, available at 
https://privacyinternational.org/what-we-do/expose-data-exploitation-data-profiling-and-decision-making. 
35 Privacy International, “Why am I seeing this?! PI asks 7 more companies..”, 3 April 2019, available at 
https://privacyinternational.org/blog/2777/why-am-i-seeing-pi-asks-7-more-companies.   
36 Privacy International, “Competition and Data”, available at 
https://www.privacyinternational.org/topics/competition-and-data. 
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